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W h e r e  can you find a solid, forthright overview of the 
computer systems and management behind airline res- 
ervations? NASA's space shuttle? Or any of the multi- 
tude of other large computer systems that support 
important projects or national activities? It's hard, 
sometimes impossible: partly because the people who 
worked on such systems often do not have the time to 
write about their experiences; and partly because many 
professional journalists who interview these people do 
not have the technical background to ferret out answers 
to the fundamental design questions addressed in these 
systems. 

Through its Case Studies Department, the Communica- 
tions is attempting to do something about this. Case 
studies are articles that report experience in construct- 
ing and using major computer systems. They aim to 
transfer knowledge about the capabilities and limita- 
tions of contemporary computer systems and their 
design processes. They report experiences both positive 
and negative. They provide a blend of broad informa- 
tion and important technical detail. The case study 
format provides access to information that might other- 
wise be inaccessible. 

The principal type of case study will be an edited 
interview consisting of an introduction by the inter- 
viewer, an edited series of questions and answers with 
figures and citations as needed, and a conclusion by the 
interviewer. Each question and answer is likely to be the 
condensed form of a longer discussion at the interview. 
Material may be added or deleted during editing. The 
interviews for the first few case studies will be con- 
ducted by the Case Study Department editors; 
eventually, the editors will have enough experience to 
delegate this responsibility to other interviewers. In all 
cases, the interviewers will have experience and exper- 
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tise with the type of system under discussion. A case 
will be considered seriously only if the interviewees 
can speak relatively freely about its merits and short- 
comings. The final, published material will be agreed to 
by the editors and interviewees. 

A secondary type of case study is a regular article 
submitted by an author in the normal way. Although we 
welcome and encourage them, we do not expect many 
submissions of this kind. 

The concept of case study articles was proposed in 
1982 by David Gifford during the planning for the new 
Communications. The editors were fascinated by the 
proposal. I encouraged Gifford to provide details. 
Gifford wanted his colleague. Alfred Spector, to partici- 
pate in the efforts. By February 1983, the three of us had 
worked out a policy and procedure for Case Studies; 
that document set forth the responsibilities of the 
editors, interviewers, interviewees, and professional 
staff at Headquarters. I appointed Gifford and Spector 
as co-editors of the Case Studies Department in Spring 
1983. They selected the TWA ticket reservation system 
as their first case and conducted the interview in April 
1983; the transcriptions, editing, and approvals were 
completed in April 1984 and the result is published 
here. They conducted an interview about NASA's space 
shuttle in May 1983 and the results will be published 
within a few months. Other interviews are being 
planned now. 

The Case Studies Department is still an experiment. 
After we have published a few cases, we will evaluate 
the effort required to do one study and the success 
we've had. The Case Studies Editors and the Editor-in- 
Chief appreciate your comments. 

Peter J. Denning 
Editor-in-Chief 
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This is the first in a series of case studies on contempo- 
rary computer systems. Each article in this series will 
present an in-depth look at a single operational system 
and will consist of a set of interviews with the individ- 
uals responsible for its design and implementation. The 
interviewers will ask questions about system goals, de- 
sign, implementation, performance, and operating expe- 
rience; but they will also be looking for insights into 
the ideas that a system embodies, how it has evolved, 
and how it will meet the challenges of the future. 

The case study presented here considers the TWA 
airline reservation system. It is drawn from a trip that 
editors David Gifford and Alfred Spector made to TWA 
in April 1983. 

You will first be reading their interview with Carl 
Flood, director of system software for TWA. Flood dis- 
cusses the goals and scope of TWA's system and the 
extent of the airline's dependence on it. He also ex- 
plains the idea behind TWA's Coverage Group, an in- 

novative approach to system updating and modifica- 
tion. 

Ted Celentino then discusses the services provided 
by the system, the structure of the database, the user 
interface, means of connection with other airlines, sys- 
tem security, and building applications. 

Neil Buckley provides a description of the system's 
hardware and gives a thorough account of the Airlines 
Control Program (ACP) system. He also covers such fea- 
tures as crash recovery, system performance, transac- 
tion processing and recovery, and multiprocessors. 

Finally, Dave Lewis discusses network structure and 
considers the problems that continued expansion will 
present, along with some of the solutions that might 
evolve. 

Table I presents an outline of the article. Interviewers 
David Gifford and Alfred Spector are identified by their 
initials; the interviewees are identified by their last 
names. 
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TABLE I. Outline of the Interview 

To~c Page 

Cad Flood~System Overview 
Goals and Scope of the System 651 
TWA's Dependence on the system 652 
The Coverage Group 653 

Ted Celentino--Applications 
Services Provided 653 
Database Structure 654 
User Interface 655 
Changing the Database 655 
Connections with other Airlines 656 
Protection 656 
Building Applications 657 

Nell Buckley--System Internals 
Hardware Configuration 657 
Crash Recovery 658 
System Performance 659 
Transaction Processing and Recovery 660 
Multiprocessors 661 
ACP Services and Structure 662 

Dave Lewis--Communications 
Network Structure 662 
Future of the Network 665 

CARL FLOOD--SYSTEM OVERVIEW 
Carl Flood started with TWA in 1965, when he helped put 
together their first computer reservation system. He went on 
to become an application programming manager, manager of 
TWA's Operating System Group, and then manager of the 
Coverage Group. In 1978, Carl was promoted to director of 
system software. 

GOALS AND SCOPE OF THE SYSTEM 

AS. Carl, let's talk about the goals and scope of the 
system first. What can you tell us about the present 
goals of TWA's reservation system? 
FLOOD. When we first implemented our current  sys- 
tem in 1970, it was basically a name reservation and 
inventory system. Since then, we've added vir tual ly ev- 
ery other function that 's  performed in providing service 
to the passenger. Ticketing and fare quotation were two 

of the initial major add-ons to the reservation system. 
They were added between 1972 and 1973. We also use 
the system for some services that aren ' t  passenger re- 
lated. For example, we use the system for cargo and for 
functions like plane weight and balance. The overall 
goal of the system is to provide an automated and cost- 
effective way of doing business. 

DG, Do you provide service on your system to any- 
one besides TWA employees? 
FLOOD. Yes, to travel agencies. About 50 percent of 
the bookings come from travel agencies as opposed to 
TWA reservation offices or airports. All of the major 
airlines provide automation services to the travel agen- 
cies. 

AS. How have you seen the requirements on your 
system grow over the past 13 years? 
FLOOD. No matter  how much or how quickly we au- 
tomate, we never seem to make much headway against 
the demands. It's unbelievable. When we first imple- 
mented the system, we had some obvious applications 
that needed to be added: fare quotation, ticketing, seat 
assignment, cargo. We thought that once we handled 
those we would be able to shift from a developmental  
phase into a maintenance phase. Well, that hasn't  hap- 
pened. We have a t remendous backlog of applications. 
We're also redeveloping existing applications from time 
to time. For example, we had "completely developed 
and implemented" our schedule change function. With 
time, though, it became clear that we needed to be able 
to update our schedules on a much more dynamic 
basis. We took the batch and on-line load schedule 
change application and translated it into a totally on- 
line function. 

AS. What is the approximate size of your system 
right now? 
FLOOD. There are about 11,000-12,000 communi-  
cations terminals  out in the f ie ld- -wor ldwide .  The 
system runs on a 9083 CPU, which is a high- 
performance 3083 uniprocessor. The size of the on- 
line database is 144 spindles of 3350s. It's fully dupli- 
cated, which means there are 72 modules duplicated on 
72 others. We duplicate for the supportive availabili ty 
as well as for performance. 

AS. How much data is in your system? 
FLOOD. We have between a mill ion and a million 
and a half passenger records at any one time, each of 
which amounts to 1.2-1.5 Kbytes. That means our pas- 
senger record database is about 2 Gbytes. Passenger rec- 
ords are by far the largest part of the database, although 
there are many other types of records. 

DG. What sort of transaction load do you process on 
your system? 
BUCKLEY. A typical daily volume runs close to 7 mil- 
lion transactions. The message rate at a peak time is 
around 170 transactions per second, although we've 
gone up to in excess of 200. 
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(1 channel) 
2305 drum 

9083 (9 channels) 
12 Mbytes store 144 3350 disk 

16 channels (3 channels) tape drives 

(2 byte channels) five 3705s 

FIGURE 1. Configuration of the TWA reservation system. The 
system handles an average of 7,328,764 transactions a day, with 
a peak load of 196 transactions per second. 

(9200 terminals) 
(4300 printers) 

Connection to commercial 
online system 

AS. What are your response-time goals? 
FLOOD.  We would like to be able to guarantee that 
90 percent of the transactions are responded to in 3 
seconds or less with an average response t ime of 1.5 
seconds. You obviously can' t  afford to leave a reserva- 
tion agent or an airport agent who has to deal with 
passengers wait ing much longer than that. So, part  of 
the justification is tied in to the efficiency of services to 
our passengers. On the other hand, our system is by its 
very nature a high-performance system. Independent  of 
the needs of the user, we have to provide low response 
time in order for our system to handle  the volume of 
processing that it does. In the early days, the systems 
that existed were taxed to provide for the processing 
that was required. We decided that in order to process 
several mill ion messages a day we had to process every 
message in a couple of hundred  milliseconds. 

AS. Has the response time significantly changed over 
the years? 
FLOOD.  We are working to improve our methods of 
tracking response time, although the complexi ty  of our 
network has been making that very difficult. It is not as 
straightforward as calculating internal  processing t ime 
plus line time of communicat ions to equal response 
time, because there are now concentrators on the net- 
work and intelligent terminals.  

AS. Has traffic increased in terms of the number of 
bookings you take per day and the number of transac- 
tions per day? 
FLOOD.  Yes. For example,  the number  of transac- 
tions per boarding has increased dramatically.  When 
our system first started operating, the only functions 
that were automated dealt  directly with making a 
reservation and selling a seat. We knew that each 
boarding would create about 10 or 12 transactions. As 
we have added functions to the system that are indi- 
rectly as well as directly related to boardings, that ratio 
has gone up. It's now at something like 80 or 90 trans- 

actions for each boarding. The cost of automation or the 
number  of entries into the system that have to be proc- 
essed for each passenger boarding is quite high. 

TWA's  DEPENDENCE ON THE SYSTEM 

DG. I imagine that the system is really crucial for 
TWA. Can you estimate how much revenue is lost 
when it's down? 
FLOOD. I saw that question on the list that you sent 
me, and I've given it some thought. We have looked at 
that issue and we've done some calculations, although 
none very recently. There was a presentat ion that I 
developed a number  of years ago that actually had 
some real numbers  in it. We used a model  that tr ied to 
estimate the extent  to which outages upset our cus- 
tomers and translated that into potential  lost ticket rev- 
enue. We had to make some assumptions about how 
many of the outages occurred in pr ime time, because, if 
an outage occurs at one in the morning, it 's only going 
to affect a few passengers on the west coast and in 
Europe. Using the model  we could compare years. For 
example,  in 1972 we had 548 outages, and, according to 
the model, those outages could have meant  something 
in excess of 2 mill ion dollars in lost revenue. When the 
same calculations are performed for 1976, when we had 
131 incidents, the outages could have meant  250 thou- 
sand dollars in lost revenue. Thus, if you believe all of 
the numbers and assumptions, the system improve- 
ments that resulted in the increased availabil i ty were 
worth 1.75 mill ion dollars. 

The problem with trying to nail down lost revenue is 
that the effect of an outage is very subjective. It de- 
pends on the day of the week, the t ime of day, and the 
length of the outage. There are certain airl ine functions 
that are not affected very much by a one-minute  out- 
age. For example,  a one-minute  outage does not affect 
the people in the reservation offices as much as it af- 
fects someone trying to board passengers on a plane 
when there 's  only five minutes  left before flight time. 
In order to estimate lost revenue we had to make many 
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assumptions--what to use for the cost of a ticket, how 
many people would actually switch to another airline, 
and so forth. 

The extent of TWA's current dependence on the sys- 
tem has really rendered the question of lost revenue 
moot, though. It isn't so much a matter of how much a 
minute or two of downtime costs--the point is we can't 
operate the airline unless the system is up. 

AS. That last point is an interesting one. The airline 
is critically dependent. 
FLOOD. Absolutely. 

AS. Does a power failure usually interrupt service? 
FLOOD. It shouldn't. We've been working to make 
our backup power systems 100 percent reliable. 

DG. Some banks keep a duplicate paper flow of all 
the transactions that go through their system. Do you 
have any paper backup, or do you rely completely on 
your automated system? 
FLOOD. The only paper backups are people's tickets. 

AS. Do you store any data in another physical loca- 
tion? 
FLOOD. Yes. There's outside storage of data. We take 
dumps of the files on a daily basis and store them off- 
site for backup purposes. 

DG. What about contingency plans? Could you take 
your backup tapes to a remote location and operate 
your system from there if your primary facilities were 
inoperable? 
FLOOD. Emergency backup facilities are an issue that 
we have investigated and continue to look at. There are 
major expense/risk trade-offs that must be considered. 
In addition, there's the practical matter of assuring that 
the strategy will, in fact, allow for quick and effective 
recovery. It's unlikely that an entire facility would be 
absolutely and instantaneously destroyed. Starting with 
that assumption, the best approach to backup from a 
practical and economic standpoint is to reestablish an 
operating system, even if it only provides part of it's 
normal function. For example, we would not like to 
run with only half of our disks, but we could if we did 
not replicate information. If we had equipment failures, 
we would depend on IBM to locate some replacement 
hardware, and we could also use equipment that we 
normally have dedicated to our test and batch systems. 

THE COVERAGE GROUP 

AS. Can you describe the functions of the Coverage 
Group? 
FLOOD. I'd describe it as an on-site programming 
support group. It's responsible for maintaining the 
availability of our on-line system. It works as a buffer 
between the programming staff and the on-line system. 
The programming staff doesn't have direct access for 
program changes or database updates--any change has 
to be submitted and processed by the Coverage Group. 

Database changes are requested on certain forms and 
may require a certain level of authority or approval. 
Programming changes may go through further checking 
before they are entered into the on-line system. If a 
program is updated and then creates a problem, the 
coverage people make the decision whether to fix it or 
to take it out. 

I think one of the major advantages of having a group 
like this is that it maintains some objectivity relative to 
the modifications that are being made to the system. 
Coverage Group people are not faced with the responsi- 
bility for programming deadlines that the programming 
staff itself has. They can look at things a little more 
objectively. They can ask for further documentation or 
testing. They give us the kind of control function that 
we think is essential for maintaining high levels of 
availability. 

TED CELENTINO--APPLICATIONS 
Ted Celentino has been working with reservation systems 
since he joined American Airlines to work on the Semi- 
Automatic Business Environment Research (SABER) System 
in 1962. In 1969 he joined TWA and managed the installa- 
tion of the airline's Programmed Airlines Reservation Sys-. 
tern (PARS). During this period, he was manager of the 
Coverage Group as well. After the system was installed, Ted 
managed the System Software Group for two years and was 
then promoted to director of commercial applications. Two 
years later, he moved on to his present position: director of 
PARS applications for the on-line reservation system. 

SERVICES PROVIDED 

DG. Ted, how have applications changed in the 20 
years you've been in this field? 
CELENTINO. As Carl was saying, the applications 
have changed because of all the refinements that have 
been introduced. We've added a lot of error checking 
and recovery software, too, which also complicates 
things. 

AS. What other sorts of applications do you run? 
CELENTINO. We have additional applications that 
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support our passenger traffic, such as baggage tracing 
and control. This application keeps track of lost bags 
and helps reunite passengers with their  bags. We have 
a cargo-control application that 's  completely separate 
from passenger reservations, although it provides the 
very same service for the booking of freight. There 's  a 
certain amount  of freight capacity, which is like seat 
inventory, that you can book on an aircraft. Freight 
reservations are reflected in our cargo air way bill 
control system database. 

We have a credit-check-verif ication system, as well 
as numerous interconnections with hotels and other 
airlines. The U.S. domestic airlines have an organiza- 
tion called ARINC, which stands for Aeronautical  Ra- 
dio Incorporated, that provides communicat ions ser- 
vices between airlines. We're  also developing direct 
connections to other airlines. 

We're  also automating travel agencies by providing 
software specifically designed for them. We can help 
large companies that make extensive bookings for their  
employees, too, in much the same way. 

AS. What kind of applications would a travel agency 
need? 
C E L E N T I N O .  They might want  to purchase foreign 
currency through our system, to give you one example.  
They would enter  the request in our system, and we 
would send a message to a foreign-currency-exchange 
service. 

DG. Do you support electronic mail? 
C E L E N T I N O .  Yes, in the sense that we have a data- 
base that agents all over the world can access. Messages 
are put in the database from one agent to another. For 
example,  a message might be that passengers are arriv- 
ing on flight such and such who will need to be con- 
nected to some other flight. However, we don' t  provide 
general-purpose electronic mail. 

AS. Is there any way  you can give travel agents im- 
portant general information about flight changes and 
things? 
C E L E N T I N O .  There 's  a bullet in board called the di- 
rect reference system (DRS) that holds text that 's  organ- 
ized into pages. The pages can be accessed by category, 
subject, day, or page number.  We have cohost agree- 
ments with other airlines that allow them to use a cer- 
tain number  of DRS pages so they can communicate  
with travel agencies that use our system. We also pro- 
vide travel agencies with a certain number  of DRS 
pages for their  own use. 

DATABASE STRUCTURE 

AS. Let's move  on to the structure of your database. 
Can you describe your reservation database? 
C E L E N T I N O .  The primary database we keep is a 
complete seating inventory for all of our flights. That 
means we have a schedule database that describes the 

flight schedule: the cities it flies to, the equipment  that 
flies on it, and the capacities that are on those air- 
planes. For each flight for each date we keep track of 
the seats that are available for sale and the seats that 
are already sold. 

The secondary database that interacts with the in- 
ventory consists of the reservations we create for cus- 
tomers. A reservation sells a seat out of the inventory, 
and so we have a reference from the reservation to 
flight inventory. The reservation also gives us addi- 
tional information about the customer, such as phone 
contact, the number  in the party, the spelling of the 
names, hotel and car reservations, and perhaps credit-  

card numbers.  We also keep information associated 
with the history of a reservation. For example,  we keep 
track of the flights that have a l ready been flown and 
changes that have been made to the reservation. 

Flight and reservation information is kept one day in 
the past and 331 days into the future. Every night at 
midnight, we purge reservations that are more than 24 
hours old. We keep requests for reservations that are 
more than 331 days into the future on file in the com- 
puter  until  they cycle into the date range; at that t ime a 
full reservation record is made and the inventory count 
is updated. 

DG. How is all this information indexed? For exam- 
ple, let's take the case of a particular flight on a par- 
ticular day that has a certain number of seats avail- 
able. How many different ways  are there that I can get 
at that flight? 
C E L E N T I N O .  All the inventory data are accessed by 
date, departure time, and city. To look at inventory 
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data, an agent can do a schedule or an availability dis- 
play. The difference between schedule and availability 
is that schedule just tells you the routing that you fly: 
what flights, what day, and what cities. Availability 
tells you what seats are available on those flights and 
days. To display a schedule, agents would input an "s", 
date, on point, off point. We also allow agents to com- 
press the amount of data they are shown by putting in 
an approximate departure time rather than a specific 
one. 

AS. How are reservations indexed? 
CELENTINO. By the passenger's name, flight number, 
and departure date. All three are needed. If a passenger 
forgets his or her flight number, the agent can try to 
find a record of it by looking through all flights to the 
appropriate destination at that particular travel time. 
It's rare that a passenger doesn't know at least a couple 
of pieces of information that lead to his or her record. 

AS. Say that my associate Gifford, here, has made 
simultaneous reservations for New York to San Fran- 
cisco and San Francisco to New York. Is there some 
way for you to catch that? 
CELENTINO. If he calls at different times and makes 
two separate bookings, it's hard to catch. I say no way, 
but there are some off-line programs we run. We run a 
duplicate-booking-analysis program that does compari- 
sons by flight, date, and name. It prints out suspected 
duplicates if the name is exactly the same. It doesn't 
catch much because duplicate bookings aren't  usually 
within the same airline. 

USER INTERFACE 

AS. Let's consider the user interface. Exactly who 
are your users? 
CELENTINO. Mostly reservation agents, cargo agents, 
baggage agents, airport agents, and travel agents. There 
are other users, though, working on what you might 
call "aeronautic" functions, like weight and balance 
calculations or weather display. 

AS. How do you train agents? 
CELENTINO. The training they give out in the reser- 
vation office for a new reservation agent is probably on 
the order of 40 hours. We also have on-line computer 
agent instruction. Our training department creates les- 
sons for all of our users--not  only reservation agents, 
but cargo agents, airport agents, and baggage agents. 

DG. What sort of user interface do you provide to 
the system? 
CELENTINO. The basic system requires very precise 
input, which means that we need highly trained, highly 
skilled people. That was the way our system was set 
up: It was originally designed for an airline to use with 
its own people. For efficiency of use, the design re- 
quired that they learn the precise formats of input mes- 
sages. It didn't give them a great deal of flexibility. For 
example, to display a passenger record, you type aster- 

isk for display, the flight number, the date, a dash, and 
the name. That's a very precise input format. 

Since we started to bring travel agencies into the 
system in 1975, we've obviously had to make it more 
flexible. We can't give everybody the kind of training 

It's no longer a mat ter  of how  much a minute  or 
two of down t ime  cos t s - - the  poin t  is we can't  
operate the airline unless the sys tem is ut~ 

that our own agents get. Today it's by no means com- 
pletely user friendly, but as we add things they tend to 
be more friendly. We have a few functions now where 
you can input information through a mask that shows 
what the input should look like. There is an intention 
to limit that because the most important goal of the 
system is to provide fast response to a large number of 
people. In order to do that, we have to keep the proc- 
essing work load per entry to a minimum. However, we 
are working on some things that will allow a less so- 
phisticated user to access us via viewdata- and video- 
text-like systems. Over a period of time, it's going to be 
more flexible. 

AS. Would you say that the user interface is a rela- 
tively large and complex part of the entire system? 
CELENTINO. No; again, because the basic design of 
the system assumes that agents are highly trained. If an 
agent does something wrong, it should be sufficient to 
tell him and he can start over again. 

DG: Have you done any studies or solicited sugges- 
tions on how to improve your user interface? 
CELENTINO. We've done both, actually. We don't  
have to solicit much because our users are always 
telling us what enhancements they would like. 

CHANGING THE DATABASE 

AS. Airline deregulation has made the airline busi- 
ness environment more dynamic. How has this af- 
fected your system? 

CELENTINO. Our fares and our schedules are chang- 
ing much more rapidly than they used to, which has 
created an urgent demand for application programming. 
We've got 18 people handling fares and pricing, where 
we used to have 4. We've gone from loading fares twice 
a year to where we have an on-line link with ATP to 
give us new fares that we can load every day. 

DG. What's ATP? 
CELENTINO. Air Tariff Publishers. It's another sub- 
sidiary of the airlines. It assembles the fares from all 
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the airlines and then supplies each with a consolidated 
database either by magnetic tape or over a communica-  
tions line. It serves as a clearinghouse for fares. 

AS. Do you have to bring your system down to load 
new fares? 
CELENTINO. No, we use some off-line processes to 
support the on-line, real-t ime system, but we don't  
bring the system down. What we do is capture data 
from the on-line system, process this data off-line along 
with updates we have received, and then load the re- 
sult of the off-line process back into the on-line system. 
The off-line process is a huge sort of millions of fare 
items. 

CONNECTIONS WITH OTHER AIRLINES 

AS. Can you describe how TWA interfaces with 
other airlines through the ARINC network? 
CELENTINO. ARINC (for Aeronautical  Radio Incor- 
porated) is a message-switching center between airlines 
for flight-availability-status messages, flight-s'chedule- 
change messages, and booking messages. I 'll start by 
giving you a concrete example.  Let's say I have a cus- 
tomer that wants to book a flight on TWA and on the 
second segment of his trip he wants to book a flight on 
United Airlines. In my system I have information re- 
flecting the flight schedules of United Airlines and the 
availabili ty of their  flights. If I book a United flight for 
my customer, I create a record in my system of the 
United flight and send United a booking message via 
ARINC advising them that I sold one of their  seats. 
They use that incoming message to adjust their  inven- 
tory. 

AS. Does United create a reservation record in re- 
sponse to your message? 
CELENTINO. Yes, but  United's  reservation record 
doesn't  have the same information that I have in mine. 
Suppose that I have 10 segments of flight in mine, and 
one of those is United. The United system doesn't  know 
anything about the other 9 flight segments that the cus- 
tomer is going to fly. When United creates a reservation 
record for their  segment, they get the customer 's  name, 
the fact that the reservation came from TWA, and a 
contact for the customer in the event that United has to 
change the reservation. 

AS. How do you keep the inventory count consistent 
with all these copies flying around? 
CELENTINO. Hold on now. There 's  only one count of 
United's inventory and that 's  their  count. The informa- 
tion that I have in my system about United reflects 
their  flight schedule and the availabil i ty status for each 
flight. When United sells out a flight, they send out an 
availabili ty-status message over ARINC saying that the 
flight is closed. 

AS. Is it really a binary flag that says "open" or 
"closed"? 
CELENTINO. Originally it was. There have always 
been agreements that said that if a flight were open you 
could sell a certain number  of seats. For example,  if it 's 

open, sell four. If I don't  want  you to sell four, I 'll send 
you a close. However, there are now agreements where 
I can sell seats on another air l ine 's  flight unti l  they tell 
me that they only have a certain number  of seats left. 
Beyond that point, they keep me advised of exactly 
how many seats they have left. 

DG. What happens if you sell another airline's seat 
but they don't have any seats left? 
CELENTINO. That 's  pretty rare but  not unheard  of. 
What happens is that both airlines try to find the best 
alternate booking available. 

AS. What can you tell me about the proposed inter- 
connection between Eastern and the TWA system? 
CELENTINO. The interconnect ion already ex is t s - - i t ' s  
called Direct Access. Right now we ' re  only providing 
information display; eventual ly we ' re  going to be send- 
ing other information. In fact, we ' re  working on a direct 
access link for booking messages. The need for faster, 
more accurate information exchange is motivating us to 
interconnect  systems. 

DG. Doesn't that raise a lot of policy issues? Do you 
have any problems, for example, with data flow 
across international borders? 
CELENTINO. Yes and no. The airlines as an industry  
are very cooperative in terms of addressing common 
problems. There 's  an internat ional  air transport  associa- 
tion (IATA) that all of the internat ional  carriers belong 
to. It establishes standards for data exchange. The inter- 
national carriers have established another  organization, 
SITA (for Soci6t6 Internationale de T616communica- 
tions et A6ronautique), that actually provides interna- 
t ional-communicat ions service. At times, when we 
want  to use SITA for certain purposes, we run into 
differences with governmental  authorities.  "You can' t  
send this kind of data across that line, or if you want  to 
install another  telephone line, you have to get it from 
this au thor i ty" - - tha t  sort of thing. 

PROTECTION 

DG. We'd like to know what you're doing to protect 
the system. What about authorization? 
CELENTINO. Every agent has a sign-in code and a 
duty code, and must log off when leaving the system. 
There 's  a whole hierarchy of authorizat ion levels and 
duty-code levels. The duty code identifies the functions 
that an agent will be allowed to access. A reservation 
agent, for example,  is able to create bookings, work 
queues, and display lists, but  can' t  create tickets. There 
are 16 different duty codes. 

AS. How private are the data in your system? 
CELENTINO. Most of our data are not very private. 
The fact that Mr. Jones has a reservation on flight 659 is 
not known to the whole world, so if somebody calls in 
and says, "I 'm Mr. Jones, and I have reservations on 
flight 659," pretty generally that 's  Mr. Jones. The infor- 
mation that we keep on the customer isn't  very private 
anyway. 
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AS. If  I called TWA, said I was Mr. Smith, and asked 
about Mr. Jones' reservation, what would you tell me? 
CELENTINO. If you wanted to know when Mr. Jones 
was arriving, I'd probably tell you, if I could determine 
that you were trying to meet him. If you wanted to 
know his credit-card number, I definitely wouldn' t  tell 
you. Agents are taught what data not to give out as part 
of their training. 

BUILDING APPLICATIONS 

DG. What would make it easier to build applica- 
tions? It seems as if there's an immense amount of 
applications code in your system. 
CELENTINO. A very high-level applications-oriented 
language would really help. We have used a language 
called SABERTALK, which is based on PL/1. It's not 
very high level. If we had something that was very 
flexible, easy to learn, and capable of generating effi- 
cient code, that would be extremely helpful in terms of 
turning out applications. Right now we're still coding 
most of our applications in assembly language, because 
we need the efficiency we get that way. 

DG. Is there anything you'd do differently if you had 
to build the system again from scratch? 
CELENTINO. I don't  think I would do anything dif- 
ferently. In fact, the system has evolved just as it 
should have. I would like to see somebody take a very 
broad perspective view of all the functions of our sys- 
tem and redesign it to be more flexible. We could use 
more table-driven applications and more general as op- 
posed to specific routines. I don't  think the basic proc- 
essing architecture should change, because I don't  
think anything else has come along yet that can process 
our work load. However, the type of data that we have 
processed over time has changed considerably. 

NEIL BUCKLEY--SYSTEM INTERNALS 
Neil Buckley joined TWA in 1968 to work on reservation 
systems and became involved in ACP database generation 
for ACP applications in 1971. In 1973 he became a senior 
systems analyst working on ACP internals. After that as- 
signment, Neil was project leader of the Coverage Group 
and then project manager for the installation of TWA's 3033 
processors and 3340 disks. Neil is now responsible for the 
overall performance of TWA's reservation system. 

HARDWARE CONFIGURATION 

AS. Neil, could you describe the hardware configura- 
tion of your system? 
BUCKLEY. Sure. It runs on a single 9083 CPU, which 
is a 3083 with a slight modification for ACP. We have 
nine channels of 3350 disks, 144 devices in all. We have 
one channel with a 2305 drum and three tape channels, 
although most of the time only one is in use. We need 
the three tape channels for a special procedure we do 
every night that involves capturing the entire system. 
We also have two byte channels, one for four 3705 
communication controllers running NCP, the other for 
an EP 3705. 

DG. What's the difference between ACP and PARS? 
BUCKLEY. ACP is an IBM operating system special- 
ized for high-volume real-time transaction processing. 
PARS is an application that runs on top of ACP and 
implements our reservation system. 

DG. How much memory is in your 9083? 
BUCKLEY. The 9083 has 16 megabytes with 12 mega- 
bytes in actual use. The other four are not used right 
now because our backup 3033 processor only has 12 
megabytes. Four megabytes wouldn' t  really increase 
our throughput much. ACP is not driven by core re- 
quirements as much as a commercial system like MVS 
is. 

DG. How many megabytes of storage are used as 
disk buffers and how many for code? 

BUCKLEY. It's really split right down the middle. 
ACP currently has six megabytes. That includes some 
buffers. The control program itself is about 400 Kbytes. 
Then we have four pools of core. The 128-byte' pool is 
used for communications. The 381-byte pool is used for 
small data records. The 1055-byte pool is used for large 
data records. Data records are either 381 or 1055 bytes 
long. We have another pool that's also 1055 that's used 
for entry control blocks. An entry control block is cre- 
ated for every input message and persists for the entire 
time the message is being processed. There's a large 
segment of core set aside for highly active applications 
programs. That's probably another quarter of a mega- 
byte. 

The second six megabytes are used to buffer disk 
records. This is called VFA, for Virtual File Access. One 
half is used for 381-byte records, the other for 1055- 
byte records. 

AS. Based on your performance measurements, do 
you ever reconfigure the layout of data on disk? 
BUCKLEY. Very rarely. The way ACP's database is 
designed, every disk gets equal access. That's hard to 
believe, but it's almost always true. The algorithm for 
dispensing space is one record on a cylinder on a mod- 
ule, the same record on the same cylinder on the next 
module, and so on to the end. Then it cycles back to 
the first module. By defining where the high-access 
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data are and putting them in the middle of a disk, we 
can produce a nice bell-shaped access distribution. 
That minimizes the queue length on the device. Be- 
cause we have the same data on two devices, we can go 
to the one with the shortest queue when we're reading. 
The drawback with this approach is that, when we 
want to expand our system, things become rather com- 
piicated. 

TABLE II. Glossary of Special Terminology 

2305: A fixed-head drum that holds 11 million bytes of infor- 
mation 

3083: A high-performance 370-series central processing unit 
3340: A disk drive that holds 70 million bytes of information 
3350: A disk drive that holds 317 million bytes of information 
3705 (El :) 3705): A network control processor 
9083: A high-performance 370-series central processing unit 
ACP: Airlines Control Program--a real-time operating system 

that was designed for airline reservation systems 
ALC: Aidines Line Control--a synchronous, full duplex commu- 

nications protocol used in the airlines industry; each character 
is Six bits in length 

ARINC: Aeronautical Radio, Incorporated--an organization run 
by U,S. domestic aidines that provides a message switching 
network 

ATP: Air Tariff Publishers--an organization run cooperatively 
by all airlines as a clearinghouse for fare information 

DASD: Direct-access-storage device; commonly known as a 
disk-storage unit 

entry: A transaction 
IMS: An IBM database system 
IPL: Initial program load 
message: A transaction 
module: A disk drive 
MVS: An operating system for large-scale IBM computer sys- 

tems that supports on-line and batch processing 
NCP: Network control program 
PARS: Programmed Airlines Reservation System--applications 

software that runs on ACP to provide an airline reservation 
system 

PNR: Passenger Name Record 
SABER: Semi-Automated Business Environment Research-- 

an early reservation system built for American Aidines by IBM; 
the forerunner and foundation of today's aidine reservation 
systems. 

SITA: Soci6t~ Internationale de T~lL=communications et A~ron- 
autique--an organization created by international airlines to 
provide comunications service 

spindle: A disk drive 
VFA: Virtual File Access--a buffer set aside in main memory to 

avoid accesses to disk storage 

AS. How do you reconfigure your database when you 
move to larger disks? 
BUCKLEY.  A good example is when we moved from 
160 3340 disks to 144 3350 disks. The way we accom- 
plished the move was to start a physical capture of the 
data on the 3340 disks and a restore of the same data on 

the 3350s. The capture was running  40 minutes ahead 
of the restore. When the capture completed, the on-line 
system was shut down, and the remainder of the cap- 
tured data were restored onto the 3350s. While the on- 
line capture was running, some of the records that had 
already been captured were updated; remember that 
the system was still on-line. These records were written 
on an exception tape that was applied to the 3350s 
before the system was brought up on the new configu- 
ration. The whole process took about four hours. 

DG. Isn't there a way to avoid all that trouble by 
logically reorganizing your database? 
BUCKLEY.  As a total database, no. Individual record 
types usually get reorganized in place by having some 
application software that says the new ones shall be 
this and the old ones shall be that. For example, at one 
time a PNR was a 381-byte record. We found that it 
always overflowed so there were always two records. 
That increased accesses. To reduce accesses, we made 
it a large record. We had 3.9 million old format PNRs 
and we did not convert them. What we said was, all 
new ones shall be large and we will handle the old 
format ones for as long as they are in our database. 
That time in our case was one year. So we migrated 
from the old format to the new format. 

CRASH RECOVERY 

AS. On the subject of crash recovery, how do you 
utilize the 3033 backup when there's a failure? 
BUCKLEY.  When we switch from the 9083 to the 
3033, we swap peripherals and restart the system on 
the 3033. We have a peripheral switch that takes all of 
the peripherals on the 9083 and interchanges them 
with those on the 3033. The total procedure takes about 
3.5 minutes. The peripheral switch takes less than a 
minute. Then we actually cycle the system up, initial- 
ize buffers and core, and bring applications programs 
into memory. A cold boot IPL takes about two to three 
minutes--considerably longer than it did before the 
system got larger. We could do it in less than a minute  
at one time. 

AS. Do you usually bring the 3033 into play when 
there's trouble? 
FLOOD.  The tactic that we use for outages is to re- 
cover the system first. The primary objective is not to 
solve the problem but to keep the system up. Quite 
often the most expedient approach is to bulk-switch. If 
it's obviously a hardware problem with a CPU or some- 
thing that appears related to the CPU, the operator will 
bulk-switch. However, we've noticed that CPUs are get- 
ting more reliable, and we don't  bulk-switch as much 
as we used to. When we do bulk-switch to the 3033, we 
don't take any action to preserve the MVS or VM work 
load that it was processing. 

AS. How do you track outages of your system? 
BUCKLEY.  The three major categories of outages that 
we track are hardware, software, and other. We don't  
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let someone sweep an outage into the unknown cate- 
gory, because that means that you ' re  not going to track 
it and resolve it. The breakdown across the three cate- 
gories of hardware,  software, and other strangely 
enough comes out at the end of the year  to be very 
close to being a one-third, one-third, one-third split. 

DG. How rel iable  is ACP? 
BUCKLEY.  On the whole, very reliable. We have a lot 
more trouble with the applications that we run on the 
ACP operating system than we do with the system con- 
trol program itself. Applications are constantly chang- 
ing because we have a t remendous pressure from our 
various users to react to our competition. There are a 
lot of individual  applications that go up, don't  work, 
and are patched because they ' re  needed immediately.  
Quite frankly, the loss of data in ACP is more associ- 
ated with application problems than it is with the sys- 
tem control program itself. Even at that, I think one of 
the points to note is that the combined contr ibution of 
ACP and applications to outages is still less than one- 
tenth of one percent. 

SYSTEM PERFORMANCE 

AS. That ' s  pret ty impressive.  Let's move  on to system 
performance.  To what extent is your  main system uti- 
lized? 
BUCKLEY.  We're running 50 percent uti l ization right 
now on the 9083; if we were still on the 3033, we 'd  be 
somewhat over 80 percent. That 's  why the 3033's days 

as a viable backup are numbered.  1 We really don't  
want to run above 90 percent  CPU utilization. The 9083 
has enough capacity to take us through 1984. In an ACP 
environment,  we know precisely that the 3033 is a 5.2 
MIPS machine. The hardware monitor  that we cur- 
rently utilize has been unable to get a MIPS reading on 
the 9083, but just by extrapolation it should be about 
7.4. 

DG. How do you measure your  work  load? 
BUCKLEY.  We plot our growth in terms of messages. 
We keep track of our current  uti l ization per message, 
and we project where we are going to be. We alternate 
between having disk or CPU capacity as our l imiting 
resource. Each input message requires about 20,000- 
25,000 instructions and 12.5 secondary storage accesses. 
Of those 12.5 accesses, about 2 go to the drum, 3 to 
VFA, and 7.5 to disk. With our current  disk configura- 
tion and message load, that means that each disk per- 
forms on average 10 accesses per second. 

DG. The next logical question, then, is how do you 
measure disk capaci ty? 
BUCKLEY.  That 's  the number  of accesses our disks 
can support per second. Right now, we ' re  using 70 per- 
cent of the storage capacity on a 3350, and we plan on 
getting 14 accesses per second for our 3350s. At 15 
accesses per second, our disk I / O  queues start getting a 

1 As of May 1984, TWA is using a second 9083 as a backup. 
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little longer. We're thinking of installing a 32 Kbyte 
buffer in each disk control unit to help with disk chan- 
nel contention. The buffer would el iminate the need to 
synchronize the control unit to its channel  and a disk. 
This would allow us to run our nine disk channels at 
higher utilization. 

DG. Do you know what the optimum size is for your 
VFA buffers? Have you run any studies? 
BUCKLEY. Yes, we have. In our environment,  four 
megabytes reaches the point of diminishing return. Of 
course, to get the most re turn on VFA, we have to 
select what  records are eligible to be held in it. For 
example,  our city-pair record database is too large to be 
a good candidate for VFA. A good candidate for the 
cache would be output that is wait ing to go to an agent: 
It's updated several t imes during a transaction, and we 
can afford to lose it. When the system crashes, it 's not 
always possible to recover the contents of the cache. 
We usually don't  wri te  through the cache since that 
would cause extra disk accesses. 

AS. What's the multiprogramming level in the sys- 
tem? 
BUCKLEY. For 200 messages a second, we would ex- 
pect no more than 40 entries in the system at any one 
time. Our average start-to-finish processing t ime for a 
request is 195 milliseconds. You have to keep moving 
them out just as fast as they ' re  coming in. 

AS. How do you monitor system performance? 
BUCKLEY. IBM supplies a data-collection package 
with the system that summarizes  system performance. 
It tells you how many messages you've done, how busy 
the CPU was, etc. We've also developed several  data- 
collection packages of our own. One tracks entries by 
their  first three characters and keeps a history on how 
every package is performing. If performance is off, we 

We're going to s tay  w i th  the uniprocessor for as 
long as it's feasible. 

look at those data first and usually find that something 
that we 've implemented  recently has performance 
problems. We had one program that was doing a l inear 
search through a very large piece of core almost 100 
times a second. As the network grew, the average CPU 
time per message was up 0.3 milliseconds, which is a 
huge jump for us. We traced the problem to the l inear 
search, changed the application program to use a binary 
search, and the problem went  away. 

TRANSACTION PROCESSING AND RECOVERY IN 
ACP 

DG. How does transaction processing in ACP differ 
from that in a traditional database system? 
BUCKLEY. In ACP, a transaction consists of a single 

input and a single output. It may take several transac- 
tions to complete a process. Consider a reservation. The 
agent uses a set of transactions to sell a flight from the 
inventory and enter  data about the passenger. When 
the agent is done, there is a final transaction called 
"end transaction" that builds the passenger name rec- 
ord from the data that the agent has input, associates 
the record with a seat, and indexes the record. A reser- 
vation involves anywhere  from 5-15 transactions. The 
information that ties these transactions together is held 
in a control block called the Agent Assembly Area, or 
AAA. 

DG. Isn't the one-input-one-output philosophy some- 
what restrictive? 
BUCKLEY. It's a trade-off. We 'd  like more flexibility, 
but  this way we've got a lot of control over our system. 
There are some cases where  an input  creates two out- 
puts, like when an output produces both a ticket and a 
boarding pass. Whenever  we can combine transactions 
to increase efficiency, we do so. But we don' t  combine 
transactions if it means losing track of the load that 's  
going to be placed on the system. 

DG. Does the information that's held across transac- 
tion boundaries go into the VFA cache? 
BUCKLEY. No. For the most part, that information re- 
sides on our drum. Some ancil lary information that we 
can lose might be put in VFA. The AAA is an important  
record because it keeps track of inventory that has 
been decremented but that does not have a passenger 
reservation associated with it yet. The drum is stable 
enough that we don't  write through it. If the drum had 
a catastrophic failure, then we would lose the contents 
of the AAAs, and thus we could lose inventory. If an 
alert agent realized that he had decremented  inventory 
before such an event, he would release it when the 
system came back up. If an agent doesn't  do that, we do 
have some utilities that look for inventory discrepan- 
cies. 

DG. That means that your database isn't completely 
consistent. How often do you check for inconsisten- 
cies? 
BUCKLEY. It depends on whether  or not we ' re  having 
problems. There was a t ime when we would check the 
system's inventory every night. If we noticed any kind 
of a t rend change, there usually was a bug somewhere  
or we were having a lot of system crashes. 

DG. What else do you do to ensure the consistency of 
your database? 
BUCKLEY. We can reconstruct  reservations. We log 
on tape the creation of passenger-name records and 
their  corresponding reservations. Every night the log 
tapes from the on-line system are run through a batch 
program that maintains a master file of all of the active 
passenger-name records in our system. If we think that 
data on a certain flight are damaged, we can reload it 
from the master file that we keep off-line. We use the 
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log tapes when somebody calls up and says that they 
are absolutely sure they created a reservation on our 
system, despite the fact that we have no record of it. 
We then search the file for any data on the incident. 

DG. What you're saying, then, is that you're willing 
to tolerate a certain amount of inconsistency if you 
can get a large transaction volume and high availabil- 
ity in return. 
BUCKLEY.  It's the only way we know to maintain the 
transaction rate and availabili ty we need. There are 
very few alternatives with current  technology because 
of the volume that we have to sustain. A 90 percent  
utilization rate would make it impossible for us to log 
all our transactions the way IMS does. 

DG. Why couldn't you do extensive logging like IMS? 
BUCKLEY.  We just couldn' t  sustain our load. We're  
running 196 messages per second today. If you take the 
processing time and the accesses that are required per 
message and you then decided that every time you 
updated a piece of data you were going to log it some- 
where, obviously you would more or less have to dou- 
ble the size of the system. Since ACP current ly really 
only runs on a single CPU, we would never be able to 
accomplish that. At one time we used to log physical 

records to tape as they changed. We were logging 20 
reels of tape a day at 6250 bpi. The initial concept was 
to use logging to guard against hardware failures. When 
we got to a fully duplicated system, we discontinued 
logging physical records. We do enough logical logging 
to be able to recreate PNRs. 

DG. How does ACP ensure that you're not allocating 
disk records twice? 
BUCKLEY.  ACP has a checkpoint  mechanism that lets 
us preserve the integrity of file allocations, pool record 
allocations, etc. It checkpoints the current  status of 
space allocation once every second. If it crashes, it will 
come back up with a file allocation status that is no 

more than one-second old. ACP may "lose" free storage, 
but it won' t  allocate records twice. 

DG. How do you control concurrent access to data in 
ACP? 
BUCKLEY.  Locks are set at the physical  record level. 
If an application program wishes to update a record, it 
"holds" the record, which sets a lock. After it is fin- 
ished, it "unholds" it and the record is unlocked. An 
application program that is trying to hold a record can 
request to be queued if the record is already held. With 
so many records and only about 40 entries in the sys- 
tem at any one time, however,  there 's  almost never a 
"hold" queue for a record. 

DG. Can you give an example of what would cause a 
record to be locked? 
BUCKLEY.  Consider an agent who has done seven or 
eight transactions and now performs an "end transac- 
tion." The end transaction creates a new PNR record 
and files it away. The PNR has to be indexed in one of 
the six alpha groups on a given fl ight/date.  Working 
from the individual 's  name, the end transaction appli- 
cation completely holds the corresponding index record 
and inserts an index item that points to the new PNR. 

DG. How do you avoid deadlock? 
BUCKLEY.  All locks are acquired in the same order. 
When we see a queue building on a record, we can 
anticipate deadlock. If the activity on a record is low 
enough and the system doesn't  crash, we output a mes- 
sage to the console and our Coverage Group can try to 
patch up the problem by aborting the offending trans- 
action. 

MULTIPROCESSORS 

DG. Have you ever considered switching to a multi- 
processor ACP configuration? 
BUCKLEY.  Yes, and the bottom line is, of course, that 
we may have to some day. Some of our competitors 
have already done so. Beyond 325 messages per second, 
our load can' t  be sustained on a uniprocessor. 

But think of all we'd lose with a multiprocessor con- 
figuration. We wouldn ' t  be able to efficiently utilize the 
VFA cache. Record locks would have to be stored in 
disk controllers with a special option, which makes the 
system more complex and prolongs outages. Many of 
our applications would have to be substantial ly modi- 
fied. We would need more disk capacity to store things 
that are in global storage right now, which means more 
work. The result would be a larger configuration, with 
more interdependent  components,  that would be 
harder  to control and operate. 

DG. Wouldn't you be getting additional system avail- 
ability from a multiprocessor? 
BUCKLEY.  Hypothetically we would, but in reality 
that rarely happens. If you lose a processor, it leaves 
locks in the disk controllers that are not cleaned up. In 
actual fact, there have been instances where the failure 
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of a control unit caused the entire system to go down. A 
lock for a specific record is only kept in one control 
unit, and thus the failure of a control unit  is a fairly 
serious event that requires manual  intervention. 

DG. Can you think of any architectural features that 
might help to support multiprocessing on ACP? 
BUCKLEY. I think that I /O  to a disk should be done 
by a single processor; otherwise, it 's difficult to add and 
delete processors. Of course, there can be different 
processors for different disks. Some of the features of 
the IBM XA architecture will probably facilitate this, 
like floating channels,  mult iple paths, and the EXDC, 
which will do a lot of the work. 

ACP SERVICES AND STRUCTURE 

AS. Do you think you could summarize the services 
that ACP provides to application programs? 
BUCKLEY. Assembly language programmers call on 
ACP services by using macros. There are macros to get 
a block of core, to get a file address for data storage, to 
return such things, to defer processing, and so on. 
These macros tend to be very efficient. The I / O  path 
length is about 600 instructions from beginning to end. 
That 's  probably one of the most expensive events that 
an application can do. There are other events that are 
an order of magnitude smaller. Applications run in 
problem state to protect ACP. 

DG. How does scheduling work in ACP? 
BUCKLEY. The scheduler  has three lists. The ready 
list is filled with entries that are in the system and 
ready to run. The input  list contains messages that are 
just arriving for processing. The ready list has priori ty 
over the input list. The third list is the deferred list. 
Entries on this list are not processed until  the other two 
lists are empty. 

DG. Looking back on your experience, how would 
you sum up the good and bad points of ACP? 
BUCKLEY. The main good point is, of course, that we 
can process such a large volume of transactions. We 
haven' t  found anything that can do that as fast. By way 
of criticism, I can start by saying that ACP is a very 
costly environment for developing applications. It's ex- 
pensive to write applications in assembler because it 
involves a lot of testing and debugging. A major im- 
provement would be an efficient high-level language 
for applications development.  SABERTALK isn't bad; 
it's just that we need more functions in the system 
sof tware--suppor t  for program segments larger than 
1055 bytes, for instance. 

Another  problem is that it 's very hard to expand your 
database with ACP. It's complex, t ime-consuming, ex- 
pensive, and difficult. As databases get bigger, things 
can only get worse. Something has to be developed that 
can respread databases and expand them in place, 
without bringing the system down. 

ACP is also not well suited to mult iple processors. 
You cannot just install it and have your current  appli- 

cations base run on it. It's also l imited by direct- 
access storage devices. When you ' re  running mult iple 
processors, record hold contention gets pushed into the 
disk controllers and is less manageable as a result. 

DG. Do you think that the demands of your industry 
will cause you to switch to a new system in the next 
10-15 years? 
BUCKLEY. No. I think that ACP will evolve. It would 
be very hard to justify throwing away the effort and 
manpower  that has been devoted to it and just switch- 
ing to something new. I don't  foresee that happening. 

DAVE LEWIS--COMMUNICATIONS 
Dave Lewis started working for TWA in 1970 and has been 
involved with the reservation system on many levels. Dave 
is currently director of data communications. 

NETWORK STRUCTURE 

AS. Dave, could you tell us something about the or- 
ganization of your communications network? 
LEWIS. It's a star network with leased lines from our 
main site going out to our remote facilities. Terminals  
are connected through controllers that connect to multi-  
drop lines that run at 2.4 Kbits per second. On a single 
2.4 Kbi t /second line, we put a max imum of ei ther 10 
different locations or 50 terminals.  We concentrate four 
2.4 Kbit per second lines onto a 9.6 Kbit per second line 
that runs back to the central facility in Kansas City and 
connects to the reservation system. We use remote line 
concentrators to reduce the number  of ports needed at 
the central site and to reduce the number  of lines. The 
network standard we use is called ALC, for Airl ines 
Line Control. In addit ion to ALC, we also support 
BISYNC connections to our commercial  system and the 
weather  bureau, and an SLC connection to ARINC. The 
commercial  system processes transactions having to do 
with crew scheduling, flight planning, and so forth. 

AS. What percent utilization would you make of a 
2400 baud line during peak periods? 
LEWIS. We have a fairly good model of how much 
communicat ions load to expect through a given CRT, 
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and thus we plan to run our lines close to 50 percent. If 
you plan for more than 50 percent, you end up with 
response-time problems. Response will be erratic, and 
there will be periods during the day when it will be too 
s low.  

AS. What kinds of network operations problems do 
you run into? 
LEWIS .  Our biggest problem is getting AT&T to install 
new lines. 

DG. What sort of backup do you have if one of your 
communication lines fails? 
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FIGURE 3. Block diagram of TWAL~ central site communications 
facilities. There are a total of 176 high speed lines that run from 
the 3705 communication controllers to TWA locations and travel 
agencies around the world. 
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FIGURE 4. Block diagram of Kennedy Airport Network Node. 
The two 9.6 Kbit/sec data circuits from Kansas City are de- 
multiplexed back into five 2.4 Kbit/sec data circuits. These 2.4 
Kbit/sec circuits are multidropped to serve various terminal 
buildings, cargo agents, and nearby Newark airport. 

LEWIS .  At all of our major locations, we can dial up a 
9.6 Kbit/second line for backup to replace a line that 
has problems. 

AS. Do you encrypt your data communications? 
LEWIS .  We don't  use encryption. We've got some se- 
curity in the form of user codes, sign-on, and so forth. 

AS. Have you considered using any of the public data 
networks? 
LEWIS .  We do use them, in fact. We connect to the 
TymShare network through gateways in Dallas and San 
Francisco. This allows us to make our system available 
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to travel agencies that don't have dedicated access. 
About a thousand agencies are involved this way. 

DG. Do you use packet switching? 
L E W I S .  Packet switching and public networks are 
great if you're moving a small amount  of data to scat- 
tered locations. In Europe, we use X25. The London 
Cargo System is an X25 packet switched network that 
all airlines interface to. Similarly, we use SITA to get to 
100-odd locations throughout the world where we have 
less than 10 CRTs at a great distance from our central 
facility. It's much cheaper, even at SITA rates, to do 
this than to extend your own system that far. If you 
have a concentration of equipment and you're moving 
a lot of data, there's no way you can ever do that 
cheaper through a public network. You can always 
build your own for less money. 

DG. Your interairline protocol, ALC, was designed to 
use 6-bit characters for channel efficiency. Is it still 
important to heavily optimize messages in order to 
keep costs down? 
L E W I S .  I don't  think so. Lines to our reservation cen- 
ters are limited by their data rate, but most of our lines 
are to travel agents. The number  of travel agencies that 
I can handle on one line is limited by the number  of 
drops that I can have on a single line and still have a 
reliable circuit. Thus, my guess is that you still have to 
have all the mileage to service all of your clients, so the 
cost of your network includes a large constant compo- 
nent  that is necessary to reach all of them. 

DG. Have you considered using satellite channels? 
L E W I S .  In fact, we have used satellite channels. We 
have an arrangement with RCA, the company that pro- 
vides our transatlantic cables. If a cable fails, RCA pro- 
vides a backup. If that backup fails, the third line is 
satellite. We've tried this, and we know how to do it. 
We're not crazy about it, hut as long as you're in a C 
band you can have successful data transfer. As you 
probably know, most of the available capacity is in the 
K band, where the wave length is shorter than a rain 
drop-- i f  it rains, you lose data. I don't believe the aver- 
age corporation can afford that. 

DG. If you installed a satellite channel between your 
central facility and, say, Los Angeles, would the long 
propagation delay cause any problems? 
L E W I S .  We have a concentrator and host system in 
Los Angeles, so I can get around the propagation delay. 
The concentrator polls the 760 users at the center and 
has their data sitting waiting for a poll from the reser- 
vation system. That means that the reservation system 
won't have to poll Los Angeles as often, and the propa- 
gation effects are considerably less than what they 
would be if the system had to poll each terminal. 

DG. What kinds of terminals do you connect to? 
L E W I S .  We've put in quite a variety of different kinds 
over the 13 years we've been operating, and we still 
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support  t hem all. The  reservat ion  system sees only a 
par t icular  type of terminal .  It looks l ike an IBM 2946 /  
4505. The  convers ion  from a g iven  te rmina l  type to our  
ne twork  s tandard  vi r tual  t e rmina l  is done  in the  front 
end c o m m u n i c a t i o n  processors. 

AS. We've heard lots of availability statistics about 
the central facility. How do they compare to the avail- 
ability of your field terminals? 

L E W I S .  Certa in ly  it 's not  as good as at the  centra l  site. 
It neve r  wil l  be. The re  are too m a n y  addi t ional  compo-  
nents  be tween  the  user  and the central  site, l ike con- 
centrators,  wh ich  are fairly reliable,  t e rmina l  control-  
lers, the t e rmina l  itself, the  printers,  and the phone  
line. The  system is avai lable  to a typical  t e rmina l  user  
98 percent  of the t ime or better.  We have  a guaran tee  to 
t ravel  agencies that  if they  don ' t  see 95 percen t  total 
they  don ' t  pay, and we normal ly  collect  our  money.  
You have  to consider  the way  they  do thei r  account ing  
too: They  will  have  several  pieces of e q u i p m e n t  in thei r  
office; if one CRT is down,  they  count  that  as down  
time. 

AS.  Wouldn't you be better off putting more redun- 
dancy into your system instead of going in for costly 
enhancements to the on-site system for making it 
more available? 
L E W I S .  You 've  got to have  the avai labi l i ty  at the cen-  
tral facility because that 's  whe re  all of your  users can 
be affected. Any  given l ine supports  a ve ry  small  per- 
centage of our  total users. Our  average up t ime is over  
99 percent ,  and that 's  for over  10,000 users. 

AS. What are the communication costs for your net- 
work? 
L E W I S .  By the end of 1983, our  b i l l - - j u s t  the data 
communica t ions  bill to A T & T - - w i l l  reach a mil l ion 
dollars a month.  That ' s  a substantial  amoun t  of money.  
Voice communica t ions  cost about  twice  that  much .  So 
we are talking about  be tween  35-40 mil l ion dollars on 
the communica t ions  side versus  perhaps  10-15 mi l l ion  
for the ent ire  central  site. Centra l  site expend i tu res  in- 
c lude the p rogramming  efforts for the applicat ions pro- 
gramming,  for ACP modifications,  for new software,  
and so forth. Roughly half  of our  m o n e y  is spent  for 
data communica t ions  and half  for central  site work. 

F U T U R E  OF THE NETWORK 

DG. It seems appropriate to conclude by talking 
about what you see in the future for the TWA net- 
work. Are you considering adding direct ticket pur- 
chasing or boarding pass generation? 
FLOOD.  Well, it 's pret ty complex  w h e n  you get into 
h u m a n  nature.  I'll give you an example .  We had two 
self-service t icket  mach ines  at Laguardia in the sum-  
mer  months,  and we p romoted  them. There  was some- 
body there  to direct  people to them for a while .  They  

had an i n c e n t i v e - - a  free dr ink or  s o m e t h i n g - - a n d  it 
still wasn ' t  used very  much .  After  they  stopped man-  
ning the machine ,  it fell into more  disuse. A lot of 
people who  were  e i ther  one- t ime  t ravelers  or  w h o  
hadn ' t  heard  about  the mach ine  d idn ' t  know what  it 
was, so consequen t ly  they  d idn ' t  use it. I th ink  the 
reason that  au tomated  bank tel lers caught  on is that  
they ' re  the only a l te rna t ive  if you wan t  m o n e y  dur ing  
off hours. If you go to the airport  and you ' re  wi l l ing to 
wai t  in line, there ' s  a lways somebody  there  to issue you 
a ticket. The  incen t ive  is lacking. 

DG. What do you think the future holds for your 
communications network? 
L E W I S .  The ne twork  has been  changing and it 's going 
to cont inue  to change.  We ' re  going to see a lot of per- 
sonal compute rs  on the networks ,  wh ich  should  m e a n  
less demand  on the system, since users wil l  be able to 
keep data in thei r  PCs and work  on t h e m  there.  

DG. Carl, David, Nei'l, Ted, thanks for your time, and 
thanks for working so hard to come up with all these 
good answers. 
FLOOD.  Our  pleasure.  
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