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Introduction

In the last fev decades, wee £en computers nve from large, monolithic machines that allowed a single

user complete access to the entire machine ge larachines that allowed multiple users teehacess to

the machine simultaneouslyrhen, a decade or so ago, the next step was taken; the machines became
smaller and again returned to single user computers, this time being called ‘personal conifheefiinal

step, sodr, is to fe these personal computers to a central resource system for shared disks, printers, CPU
cycles, and so on; distributed computing.

Since the late 1979'dstributed computing, and more specifically distributed operating systems research,
has yielded an impressi anount of ecellent work, moving to the forefront of computer science research
areas in the uwmérsity environment.

This paperpresents a succinctverview of the major distributed operating systems research going on at
universities throughout the evid, including the current status of the project, the operating environment, and
a brief description of each system.

Appendix one is a bibliograghof introductory papers not only for the projects discussed heuntialéo
other related projects and papers of interest, and appenalikstes non-uniersity research in the distrib-
uted operating systems area.

If you have any giestions on this papeany ocorrections, or anfurther information, please feel free to con-
tact me at the electronic mail address listedrabo
Format of this Paper

The format used herein is;
- Name of the Project

- Where the Research is Going On
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- Primary Contact People

« Current Project Status

- Operating Environment

- Brief Description of the Project
- References

The references section contains references to specific citations in the appendix, and those in bold face were
used as primary references for the information in this paper.
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Name:
Where:

Contact:

Status:

Environment:

Description:

References:

Amoeba

TheAmoeba Project
VrijeUniversiteit, Amsterdam

DrS. J. Mullender
Centre for Mathematics and Computer Science
Kruislaan 413, 1098 SJ Amsterdam, The Netherlands

Actie
Digital Equipment Corporation VAX 11/75€’ Motorola 68000-based orkstations
(unknown vendor) and a Protean network ring.

‘Fifth generation computers must hest, reliable and fieble. Oneway to achieve these

goals is to build them out of a small humber of basic modules that can be assembled
together to realise machines of various siZzEse use of multiple modules can not only
malke the machines fast, but also ackiex sibstantial amount of fault tolerante.

Amoeba focuses on not only the use and management of geeplarcessor-set, but also
on the communications amiotectionaspects as well.

Overall, Amoeba is more of an ‘object oriented’ aproach to distributed operating systems,
with the designers rejecting the traditional approach of a multilayer set of discrete pro-
cesses (eg. the ISOvea layer model). Nonetheless, Amoeba is based on message-passing
modules, a transaction approach to file passing (versus the more common stream).

They spurn the 1ISO seen layer model indva of their own simplified, four layer model:

- The Semantic Layer: forxample, what commands do specific types of processor
modules understand? This is the only layer visible to users.

- The Reliable Tansport Layer: resonsible for requests and replies between clients and
servers — presumably this is where the transaction protocol is used.

- The Port Layer: service locations and transmission of datagrams (unreliabdt pack
delivery) to serers. Alsoenforces the protection mechanism.

- The Physical Layer: deals with the electrical, mechanical, and related aspects of the
network hardware.

[Mullend86], [Mullend82]
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Andrew
Name: TheAndrew System
Where: Carngie Mellon Unversity, Fittsburgh, Pennsylvania
Contact: DrAlfred Spector

Information Technology Center
Carnegie-Mellon Uniersity

Schenlg Park

Pittsburgh, R 15213

email:spec. .. @ndr ew. cnu. edu

phone: (412) 268-6731
Status: Actie
Environment: IBMRT-PCs and some Sun workstations

Description:  TheAndrew project is designed to be a prototype computing and communications system
for universities. Thamain areas that are targetted by thecigpment team are:

« Computer Aided Instruction
- Creation and use of ngtools
. Communications

- Information Access

As with a number of other distributed operating systems, Andtsea ‘marriage between
personal computers and time-sharing. It incorporates thibifty and visually rich user
machine interface made possible by the formih the ease of communication and infor
mation-sharing characteric of the lafter

Note: no support for diskless machines in the Awdsgstem. Reasongess robust system
(if network is devn so is machine); cost of complete server similar to cost ofithdil
disks; individuals unlikely to purchase machines only functional on local CMUonetw
paging &er network precludes pviecy and security; dificult to support a varied, heteroge-
neous set of computers typically found at avensity.

Andrew is based on Berdey 4.2 BSD, partially due to one of the premises of the project:
that a significant percentage of the user population will bevied in ongoing softare
development.!

The Andrev system is based on a virtual single file system called VICE (that is, a file sys-
tem with global naming and a single hierarchicajapization) and a wrkstation based
application support system called MIBE. Typical Andrav workstations hee VIRTUE
running on top of BSD 4.2, using the campus IBbkén Ring Network to communication
with the VICE file system(Andrew aso supports smaller personal computers with mini-
mal functionality (yet still more sophisticated tharving the PC emulate a terminal and
dial-up))

The VICE file space is actually broken intooteifferent parts; local and shared spacae

1.  This is an interesting point of difference between academia and industry — in the industry customers are more interested in
‘solutions’ than in something that they’ll need to learwtio program to use.
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local space is accessible to the user (typically on their own maghisie) but inaccessible
to the rest of the Andwe community while the shared space can actually exigtdrere
on the network and be accessed by anyone with the appropriate permissions.

References: [Morris86], [Nichols87], [Satyan85]
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Argus
Name: TheArgus Project
Where: Massachusetitsstitute of Technology
Contact: Barbardiskov,

Massachusetts Institute of Technology
Laboratory for Computer Science
Cambridge, MA 02139

email:lis... @cs.nmt.edu

Status: Actie
Environment: unknan

Description:  ‘Argus is a programming language and systexmeldped to support the implementation
and eecution of distributed programs. It provides mechanisms that help programmers
cope with the special problems that arise in distributed programs, such as network parti-
tions and crashes of remote notles.

References: [Lisk ov87]
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Name:
Where:

Contact:

Status:

Environment:

Description:

References:

Cambridge Distributed System — CDS

TheCambridge Distributed Computing System
TheJniversity of Cambridge, England

DrRoger Needham or DAndrev Herbert
Computer Laboratory
The Unviersity of Cambridge
Cambridge, England

Presumed hare been completed

Unknavn, kut probably based on Xerox machines and some sort of personal computing
devices.

TheCambridge Distribted System is of great interest for a number of reasons, including
its being based on the Cambridge Digital Communications Ring, a ‘slot regtwisted
pair wires.

Another item of interest is that the systemudthof a virtual processor bank, and when a

user connects to the system (via a terminal concentrator through a resource management
system) the are assigned a certain number of actual CPUs that remain theirs throughout
the entire session.

What'’s interesting about this approach is that it neatly solves a couple of traditional prob-
lems in distrilmted computing; namely process migration and utilisation of multiple proces-
sors by a single task. It also allows a network thanhasssible users to taa sgnificantly

less tham processors\ailable, that actual amount based on the peak demand need on the
system.

[Needham82]
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Name:
Where:

Contact:

Status:
Environment:

Description:

References:

DASH

TheDASH Project
TheJniversity of California at Berkeley

DrDavid Anderson or DrDominico Ferrari,
Computer Science Division
Department of Electrical Engineering and Computer Sciences
University of California at Berkeley
Berkeley, CA, 94720.
email:ander . .. @r pa. berkel ey. edu orfera... @r pa. berkel ey. edu

Actie

SurB workstations.

ASH is designed to be a Very Large Distributed Systemdpee that is numericallgeo-
graphically and administratiely distributed, offering access to non-local resources and is

transparent (no syntactic changes for local versus remote access, angyretatior per
formance degradation))

“The following are some of the principles for VLDS design that we laaived at . . . The
DASH prototype incorporates all of these principles:

. separate the Vels of network communication,xecution environment, >&cution
abstraction, and kernel structure, and provide an openviramevhere possible.

- Use a lgbrid naming system using a tree-structured symbolic naming for global per
manent entities, and capabilities to communications streams for other entities.

« When possible, put communication functions such as security and inferface schedul-
ing at ahost-to-hostather thamrocess-to-procedsvel, and consolidate these func-
tions in asub-transportayer.

Provide flexible support for stream-oriented communication.

- Provide a service abstraction that allows for replication, local cachingaauttetdler-
ance, but does not directly supply them.

« Support real-time computation and communicatiorvatyeevel.
[Anders87], [Anders87/2]
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Name:
Where:

Contact:

Status:
Environment:

Description:

References:

DEMOS/MP

TheDEMOS/MP Distributed Operating System
TheJniversity of Wisconsin

DrBarton Miller

Computer Sciences Department
The Uniersity of Wisconsin
1210 West Dayton Street
Madison, Wsconsin 53706
email:m ... @s.w sc. edu

Presumedtictive
Acollection of Z-8000 processor-based workstations (unknown vendor) on a LAN

“The DEMOS operating systemdpm on a Gay 1 computer and has sincevaw through
seseral computing evironments. Itscurrent home is a collection of Z8000 processors con-
nected by a netwrk. This distributed version of DEMOS is km;m as DEMOS/MP
DEMOS has successfully med between substantially different architectures, while pro-
viding a consistent programming environment to the.'User

The main goals of the DEMOS/MP project are:
- Provide a clean message interface

- Provide a well structured system that can be easily modified (DEMOS/MP is the
basis for a number of different research projects at Wisconsin, including utistrib
program measurement, reliable computing and process migration)

- To keep a high degree of network transpayewhile experimenting to see what
mechanisms could be easily adapted to a distributed environment.

Programs are constructed of ‘computational elements’ (cpitszkssesand ‘communica-
tions paths’ that join the elements (callédks). To make DEMOS distributed, the
approach was to lga the computational elements intact and modify the links to support
distribution of the processing.

Processes are free to migrate without letting the initiating client know; migrated processes
leave a link process address’ that is a pointer to the n&chine that the process is run-
ning on (which can be a link process address, ad infinitum).

The DEMOS/MP system is based on a special purpose lightweight protocol based on the
original DEMOS model of Inter Process Communication (IPC). Due to this basis, the sys-
tem supports remote demand paging (including having multiple machines sharing a single
page device), and also allows diskless Z8000s to be connected to the network.

The DEMOS file system is broken up into four separate file system processepéci-
fied).
[Miller87] , [Powell77]
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EDEN
Name: TheEden distributed system
Where: TheJniversity of Washington
Contact: DrAndrew Black

Department of Computer Science FR-35
University of Washington

Seattle, Vi 98195

email:bl ack@s. washi ngt on. edu
phone: (206) 543-9281

Status: Presumezbmplete
Ervironment: DigitalEquipment Corporation VAX machines, and Sun Workstations

Description:  Edenrepresents a merging of three felient approaches to operating system design,
namely:

- Eden is a complete distributed operating system.

- Eden is an object-oriented system (a descendent of the Hydra system)

- Eden is also a system based on a single Remote Procedure Call (RPC) mechanism.
“It is important to obses/that Eden is not a set of facilities provided on top ofastiag
operating system in an attempt to graft disttit;m onto some other model of computation.
This is true despite theadt that the current prototype of Eden is implemented using the

facilities of Unix [Berleley 4.2]. Edenitself provides the user with a completesieon-
ment for program deslopment andecution”

“Eden is an infgrated system with a single uniform system-wide [eg. global] namespace
spanning multiple machinésWi ithin the Eden system, each process or set of processes
(called arobjec) has the following attributes:

- Objects are referenced bgpabilities

« Invocationis how objects request and obtain services from other objects
« Objects arenobile(the processes can migrate freely)

« Objects aractiveat all times

- Objects alvays hare aconcete Edentypeavhich is in essence a description of the
[finite] state machine that represents the behaviour of that particular object.

- All objects hae adata part including long and short term data.

« Objects carcheckpointautonomously (that is, thecan choose to write their current
state to the file system).

Eden was designed and coded in the Eden Programming Language, a language based on
Concurrent Euclil This provides direct support for thewldevd abstractions of Eden
(capabilities and wocation), as well as supporting lightweight processing withirnviddal

Eden processes.

2. An extension of the Pascal language that adds processes, modules, and monitors.
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This project is assumed to be completédis the direct precursor of the Wersity of
Washington HCS Heterogeneous Computing System, described elsewhere in this paper.

References: [Black85/2]
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Name:
Where:

Contact:

Status:

Environment:

Description:

References:

HCS

TheHeterogeneous Computer Systems Project
TheJniversity of Washington

DrDavid Notkin

Department of Computer Science, FR-35
University of Washington

Seattle WA, 98195
email:not . . . @s. washi ngt on. edu
phone: (206) 545-3798

Actie

15different hardwre/softvare combinations, including DECAXen (including \AXsta-
tions lls), Sun workstations, Xerox D-Machines, Tektronix 4404/4405 computers and IBM
RT-PCs. Operatin@ystems include VMS, Unix, and Xerox OS.

HCSs designed to alleviate the folling common problems in heterogeneous academic
computing emironmentsinconveniencéeg. multiple, duplicate systems and peripherals or
isolation from the entire campus computinggcifity); expense(eg. the cost of xra
machines, servers, peripherals, etlijninished dectivenesgtoo much time spent porting
between different campus machines and on different operating systems to be y@pducti

ConsequentlyHCS is designed for mgrsystem types and different operating systems.
Based on TCP/|Rt hasremote pocedue alls (RPC) anchaming(to create a global name
space for the entire heterogeneous environment) as ¢thkeywiechnologies.

The approach is to chooseykretwork services and to redo them for the reked ewi-
ronment. Theservices HCS support are: remote computation; mail; and filing.
To accomplish this thg havefour cornerstones:

- RPC and naming gé retwork access to the services fundamental to cooperation and
sharing

« The system is designed to accomodate multiple standards

- Tradeoff: not transparent access to existing software (that is, @MNKkS, RFA, etc
where the program will run in the distributed environment unchanged, HCS requires
relinking and possibly modification to the source).

- Tradeof: HCS is designed to support a system nekwather than a language-based
network.

Designed to be modulgrortable, and non-OS dependent.
[Notkin88], [Black85]
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Name:
Where:

Contact:

Status:

Environment:

Description:

References:

ISIS

ThdSIS System
CornelUniversity

DrKenneth Birman

Department of Computer Science
Cornell Unversity

Ithaca, N&v York 14853
email:ken@s. cornel | . edu
phone: (607) 255-9199

Actie: new release announced June 7th, 1988

Hevlett-Packard, Sun, Digital Equipment Corporation and GOULD computers (specific
models unknown).

“The ISIS system transforms abstract type specifications into fault-tolerant udistrib
implementations while insulating users from the mechanisms used toeadnidi-toler-
ance . . . the fault-tolerant implementation is agideoy concurently updatingeplicated
data. Thesystem itself is based on a small set of communication prasiti

“The performance of distnilbed fault-tolerant services running on this initial version of
ISIS is found to be nearly as good as that of non-distributed, fault-intolerarit ones.

“No kernel changes are needed to support ISIS; you just roll it in and should be able to use
it immediately The current implementation of ISIS performs well in rakg of up to
about 100-200 sité's.

“You will find ISIS useful if you are interested inwioping relatvely sophisticated dis-
tributed programs under Unixy@ntually, other systems too). These include programs that
distributed computationsver multiple processes, need fault-tolerance, coordinateitiesi
undervay at sgeral places in a network, reee automatically from software and hardve
crashes, and/or dynamically reconfigure while maintaining some sort of distributed correct-
ness constraint at all times. ISIS is also usefuluitding certain types of distributed real
time systems.

The ISIS group created auit-tolerant, shadowed, version of SUNFS, called RNFS,
which has wrst case 25%-50% degredation of performance, but offers transparent file
replication, etc.

[Birman85], [Birman88]
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LOCUS
Name: TheLOCUS Distributed Operating System
Where: TheJniversity of California at Los Angeles

Contact: DrGerald Popek
Department of Computer Science
The Uniersity of California at Los Angeles
Los Angeles, CA
email:po. .. @maui . cs. ucl a. edu
phone: (213) 825-6507

Status: Tansfered to commerciakature: LOCUS Computing Corporation, Santa Monica, Cali-
fornia.

Ervironment: InternationaBusiness Machine PCs, 11/70’s, and Digital Equipment Corporattof V
11/750's.

Description:  “LOCUS is a distributed operating system which supports transparent access to data
through a network wide filesystem, permits automatic replication of storage, suppports
transparent distributed processe@ution, supplies a number of high reliability functions
such as nested transactions, and isargveompatible with Unix.Pationed operation of
subnets and their dynamic merge is also suppbrted.

(further description is deemed unnecessary due to the status of the project)

References: [Walker83]
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Name:
Where:

Contact:

Status:

Environment:

Description:

References:

Mach

TheMach Project
Carngie-Mellon Uniersity, Pittsburgh, Pennsylvania

DrRick Rashid

Computer Science Department
Carnegie-Mellon Uniersity

Pittsburgh, R 15213-3890

email:r ashi d@pi ce. cs. cnu. edu
phone: (412) 268-2617

Actie

Machruns on a considerable number offeli€nt machines, including the Digital Equip-
ment Corporatiors VAX series (including the 11/780, 8600 and mickXén), Sun series
3 workstations, the IBM RPC, and the Encore MultiMax.

‘Mach is a multiprocessor operating system kerneln.addition to binary compatability
with Berkeley 4.3 Unix, Mach also pnmdes a number of mefacilities not &ailable in 4.3:

« Support for tightly coupled and loosely coupled general purpose multiprocessors.
- An internal adb-lile kernel debugger.
« Support for transparent remote file access between autonomous systems.

« Support for large, sparse virtual address spaces, copy-on-write virtyabpea-
tions, and memory mapped files.

Provisions for user-provided memory objects and pagers.

Multiple threads of control within a single address space.

A capability-based interprocess communication facilitygraéed with virtual mem-
ory management to allotransfer of large amounts of data (up to the size of a
process address space) via copy-on-write techniques.

protection across network boundaries.

More than that, hwever, Dr. Rashids vision is to reaganize Mach to free it from an
upward dependencies on the Beldy 4.3 Unix kernel (which it conceptually fits under)
and h&e aailable a portable ‘microkernel’ that can be fit undey aperating system to
offer easy RPC and IPC access, as well as a shared file system, in an ahnbigavge-
neous environment.

[Rashid87]
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Name:
Where:

Contact:

Status:
Environment:

Description:

References:

The Newcastle Connection

TheNewcastle Connection Protocol
TheJniversity of Newcastle upon Tyne, England

DrC.R. Snov or Dr. H. Whitfield
Computing Laboratory

University of Newcastle upon Tyne
Claremont Road

Newcastle upon Tyne NE1 7RU
England

Presumeattive.

unknwn

“... [itf] demonstrates that the Weastle Connection technique can be used to connect
together operating systems with differing structures and philosophies. ”

“In the field of distributed computing, an interesting recemtidpment has been the Unix
United system, implemented using thewdastle Connection. This mechanism . . . con-
nects together a set of Unix systems to forma coherent distributed System.

partia]Snow86]
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Name:
Where:

Contact:
Status:

Environment:

Description:

References:

SIGMA

TheSIGMA Project

JapanThe Japanese Information-Technology Promotion Agemwer the Ministry of
International Trade and Industry.

unknen.
Actie

unknan — part of the SIGMA project is to specify a futurerking environment for dis-
tributed workstations, a cgmf which can be found as appendix three.

TheSIGMA Project is tasked with the role of consolidating Japearftware deelopment
resources. Thkey points noted are:

- The deelopment of a central database for the storage, cataloging, advertising, and
retrieval of software tools, and

« The structuring of a network capable of providing wide access to the database
(including connections by companies,wansities, and research institutes).

SIGMA is, so &r, based very heavily on existing standards, with a fundamental basis of
System V from AT&T because the SIGMA team fourfBlystem V more reliable and
safer’ than the BerkeleBSD distributions.

The team seems to want teoal choosing a technology until it i®ky clearly the accepted
standard for the industryFor example the specification does not indicate which ortw
file system thg are interested in supporting; either NFS from Sun or RFS frogTAV. 3.

For further insights, consider the SIGMA workstation feature list in the appendix: note
especially the specification of a number of windows to be supporttedpbndication of a
specific windav system having been choosen.

[Schrie87]
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Name:
Where:

Contact:

Status:
Environment:

Description:

References:

Sprite

TheSprite Project
TheJniversity of California at Berkeley

DrJohn Ousterhout
Computer Science Division
Department of Electrical Engineering and Computer Sciences
University of California at Berkeley
Berkelgy, CA, 94720.
email:ous. . . @r pa. ber kel ey. edu
phone: (415) 642-0865

Alternatively, the group is accessible via ARRET at the electronic mail address:
spriters@rpa. berkel ey. edu

Actie

Sur? and Sun 3 series workstations

Spritas a distriluted operating system that is optimized for a small, fast local LAN, and
will offer, via the file system (eg. file based IARB0Ocess Communications (IPC)), the
resources and transparent peripheral accesmtatyes of a mainframe while retaining the
performance advantages of an individual workstation.

There were threedy issues for the designers; the network, physical meraodymultipro-
Cessors.

The main goal of the system is to support the BleykSPUR multiprocessor arkstation
in a distributed environment, with the target software environment being LISP.

[Ouster88], [Ouster87]
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Name:
Where:

Contact:

Status:

Environment:

Description:

References:

TheV Distributed System
StanfordUniversity, Stanford California.

DrDavid Cheriton
Computer Science, Building 460, Room 422
Stanford, CA, 94305-6110

email:cheri... @s. stanford. edu
phone: (415) 723-1054
Actie

DECmicroVAX Il workstations, Sun 3/75, and access to the DEC Firefly multiprocessor
workstation prototype.

Vis designed to be a testbed for distributed systems research — built out of four logical
parts: the distributed Unixeknel; the service modules; the runtime support libraries; and
the added usdevel commands. Duéo the modular design of the system, porting particu-
lar applications to wrk within V is often as easy as simply relinking the binary with the
new runtime libaries.

Basis of the V design is the hypothesis: “Operating Systewdaped that could manage

a clusterof these workstations and servmachines, providing the resources and informa-
tion sharing facilities of a cesntional single-machine systenutbrunning on this ng,
more powerful and more economical hardware bagée tenets include:

- High performance communication is thmstcritical facility for distributed systems.
« protocols, not software, define the system,

- Design distributed opearting systemssaftwae backplanes— small operating sys-
tem kernel implements just the basic protocols and services, with the rest in process
level/luser space.
V Uses high-speed Inter-Process Communications (IPC) as a base.

Tektronix is currently using V as a basis for their distributed instrumentation.
[Cheriton88], [Cheriton87], [Lantz85]
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Appendix Two : Other Research

There are a significant number of other research projects going on in the area oftelistjierating sys-
tems, howeer they are at specific research institutes or corporations rather thegrsities.

Among the more interesting projects are:

DUNIX

Apollo Domains

The R* System

Grapeine

VA XClusters

DUX

Meglos

This is a multi-level distributed Unix kernel being done at Bell Communications
Research in Ng Jersg.

See: Litman, Ami;The DUNIX Distributed Operating Syste&ACM Operating Systems
Reviev, Vol 22, No 1, January 1988, pg 42.

This distributed system is proprietary to Apollo Compudad is the basis of their suc-
cessful distributed workstation package.

This research is being carried out at IBMhomas J.Watson Research Center in\Me
York.

Thisis one of the manareas of distributed operating systems research done aDXER
Pdo Alto Research Center (PARC), though most of tliekwseems to ha reached a
state of stasis and is no longer being pursued.

Thidistributed operating system is built within Digital Equipment Corporations’ VMS
system, as a proprietary protocol for clustering machines inAbeavchitecture &mily.

This proprietary distributed operating system is fromwttt-Packard, Fort Collins, and
is also the basis for the successful diskless implementataiiatde on the 9000/300
series of machines.

Thissystem from AT&T Bell Laboratories in Holmdel, Welerse, provides a user
level, message-based programming environment for interconnected processors.
See: Gaglianello, Robert, et. aCommunications In Mgos Software Practice and
Experience, Vol 16, No 10, October 1986.
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Dave Taylor

The SIGMA Workstation of the 1990’s

Price:  $18,980

CPU:  32bit + floating point processor

Performance: MIPS or greater

Memory: 4Megabytes of RAM or greater

Disk:  80Megabytes or more

Streamer MT 40 Megdytes or more

Floppy: 5" 1.6 Mgyabyte format not specified
Serial:  RS-232C(4 or more)

Display: 1024x76&olor or black&white bitmapped

Pointing Deice: 20r more button mouse

Source: Unix Revie — see [Schrie87].
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